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HUMAN-MACHINE INTERACTIONS: 
ALIGNING, ADAPTING, BEING AN AGENT  1

In the paper, the touchstone points of the project “Towards an agency-based philosophy of 
(advanced) technology” are outlined. The main plot of this elaboration concerns human-ma-
chine interactions and appropriate interpretation of reciprocal aligning, adapting within in-
volved into such interactions agents; as well as the status as such of being an agent. Into the 
theoretical and historical background of the project such spheres as Philosophy of Science, 
Philosophy of Technology, Philosophy of Engineering and Design Technological Actions, STS 
(Science and Technology Studies), Applied Ethics etc. could be invited. To treat agency as 
technology, reestablish the role of agency in technology is the most ambitious goal of the proj-
ect: ’activity as technology’ focuses on activities through technologies. The terms «agency» and 
«activity» are used in this paper synonymously with the basic Aristotelian meaning of agent’s 
potential capacity to act. The proposed by the author theory of action and agency (and cor-
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respondently defended in 2016 dissertation of Doctor of Philosophical Science) is to be applied 
into philosophical reflections about various problems of dealing with currently continually 
appearing flourishing fields of artificial intelligence, machine learning (including deep learn-
ing methods and simulation methods), inventing computers and codes, numerically controlled 
machines and robots, computer-chip equipped devices, smart objects etc.

The described in the article proposed research project on human-machine interaction 
can get the empirical materials from collaboration with at least the following “labs” at RWTH 
Aachen University: the Institute of Industrial Engineering and Ergonomics (https://www.iaw.
rwth-aachen.de/cms/~ieplw/IAW/lidx/1/); the Center for Construction Robotics (https://
construction-robotics.de/en/); the Chair Individual and Technology (https://www.itec.rwth-
aachen.de/cms/~sjbp/ITEC/?lidx=1).
Keywords: agency, (inter)actions, agent, machine, aligning, adapting, artificial intelligence.

Th e approach to view technology as activity had been quite widespread for years. In 
“Th inking Th rough Technology: Th e Path Between Engineering and Philosophy” Carl 
Mitcham investigated the various traditions of philosophy of technology and distin-
guished, in particular, two distinct views on technology (Mitcham, 1994): the engi-
neering philosophy of technology and the humanities philosophy of technology, the 
fi rst explaining the nature of technology from inside (e.g.: Kapp, 2018; Dessauer, 1972), 
the latter trying to understanding technology from a genuine philosophical perspec-
tive and, thus, establishing the primacy of humanities over technology (e.g.: Heidegger, 
1993; Ellul, 1964; Mumford, 1967—70). However, for Mitcham as well as his references 
from both sides, technology is the making and using of artifacts usually focusing on 
either ’technology as object’ or ’technology as knowledge.’ Instead of following these 
traditions, Mitcham introduced the less common approach of ’technology as activity.’ 
“Technology as activity is that pivotal event in which knowledge and volition unite 
to bring artifacts into existence or to use them; it is likewise the occasion for artifacts 
themselves to infl uence the mind and will” (Mitcham, 1994: p. 109). Th e ’technology 
as activity’ approach interlinks artifacts with human actions (e.g., craft ing, inventing, 
designing, operating, maintaining, working). While the activities to bring artifacts into 
existence or to use them put humans in the role of agents, the occasion for artifacts 
themselves to infl uence the mind and will reminds mysterious. Technology as activity 
was linked by Mitcham to the various human behaviors, but not to machinic ones. 

One specifi c human behavior, already mentioned in (Mitcham, 1994), is engi-
neering covering many other above-mentioned actions. Th e emerging philosophy of 
engineering explores the nature of this multiplex action of engineering, what engi-
neers are doing, and how these engineering actions infl uence society and lifeworld 
(Mitcham, 2019; Dias, 2019). Aiming at initiating a critical refl ection among engineers 
and non-engineers on ethical topics and a better engineering self-understanding (Mit-
cham, 2019), this interdisciplinary dialog is increasingly becoming a current practice 
in technology development. Responsible Research and Innovation (e.g.: Schomberg, 
2013; EU, 2013), ethics by design (e.g.: Dignum et al., 2018) and the IEEE Standard 
Model Process for Addressing Ethical Concerns during System Design (IEEE, 2021), 
respectively, have created the new fi eld of applied ethics of technology. 
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Nevertheless, machine agency becomes central, when technology’s activities are 
increasingly steered and controlled by soft ware and the radius of machine agency be-
comes ever larger and more autonomous. Computers, but also numerically controlled 
machines and robots, computer-chip equipped devices and smart objects not only have 
become widespread technical artifacts, but have established a new type of technology. 
My main hypothesis for this paper is that technology as activity has turned into ’activity 
as technology’, and the necessary preconditions are sensors, actuators, algorithms and 
soft ware. For instance, behavioral robotics, the basis of today’s robot design, introduced 
by Rodney Brooks, puts activity in lifeworld environment fi rst instead of programmed 
behavior: “We have developed a computational architecture known as the subsumption 
architecture. It enables us to tightly connect perception to action, embedding robots 
concretely in the world” (Brooks, 1990: p. 5). Today, behavioral robotics is increasingly 
linked with machine learning (ML) technologies constituting the new paradigm of 
adaptive robotics (Gramelsberger, 2023: p. 210 et seq.). 

Treating activity as technology opens a fascinatingly interesting role of agency in 
technology. Generally speaking, agency is the capacity to act in a surrounding environ-
ment. From this capacity many forms of concrete activities and purposeful actions follow 
such as walking, listening, seeing, producing, etc. Th e philosophy of action explores the 
motivation of agency. As agency is regarded as human agency, reasons and intentions 
have been identifi ed as the dominant concepts for motivating actions (e.g.: Davidson, 
1963; Goldman, 1970). Th is standard account to agency identifi es actions with events, 
if and only if it is an action under some description. Th e same action can be intentional 
for some instances (descriptions) and unintentional for others. Harry G. Frankfurt dis-
tinguished between the agency of persons and other agents, in which persons refl ect on 
their motivation to act (Frankfurt, 1971, 1978). However, other agents are usually not the 
subjects of the philosophy of action due to its intrinsic characterization of agency usually 
assignable to humans only. Or, to put it diff erently: Do non-human agents refl ect, follow 
reasons and intentions? Or can, at least, a form of “minimal agency” be assigned to non-
humans (Barandiaran et al., 2009)? Must such non-humans be organisms, or can they be 
machines? In science and technology studies (STS) and sociology of technology the actor-
network theory (ANT) assigns equal agency to humans and objects within a constantly 
shift ing networks of relationships (e.g.: Law, 1992; Latour, 2005). Because of its strict em-
pirical approach and the presumption that nothing exists outside those relationships and 
that agency is a metaphysical concept, ANT only allows to describe actions rather than to 
conceptually analyze and explain them. Th us, for the proposed philosophical perspective 
ANT is not an appropriate methodology.

Further, beside classical forms like intentional agency, philosophy has to (and al-
ready did) consider other forms of agency such as mental, epistemic, shared, collective, 
relational and artifi cial agency (for an overview see: Schlosser, 2019; Roth, 2017). In 
particular, artifi cial agency is of interest for an ’activity as technology’ approach, but 
also shared agency (Searl, 1990). Following Daniel Dennett, intentionality can be as-
signed to machines in some cases for a “system whose behavior is reliably and volumi-
nously predictable via the intentional strategy” like for chess computers (see: Dennett, 
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1971, 1984). However, in case of machines, the subsumption architecture introduced 
by Brooks in “Elephants don’t play chess” eliminates any rationality and intentional-
ity opposing cognitive AI symbolically programmed into machines: “Th e traditional 
[AI] methodology bases its decomposition of intelligence into functional information 
processing modules whose combinations provide overall system behavior. Th e new 
methodology bases its decomposition of intelligence into individual behavior generat-
ing modules, whose coexistence and co-operation let more complex behaviors emerge” 
(Brooks, 1990: p. 3). In this regard, Brooks’ subsumption architecture is a good case 
for “minimal agency” based solely on adaptive regulation through linking with an en-
vironment (Barandiaran et al., 2009), but also for the debates on embodied mind and 
enactivism in the philosophy of mind and cognitive science discussing agency without 
representational mental states (e.g.: Gallagher, 2005, 2020; Shapiro, 2007, 2013, 2019).

However, today we experience the shift  to adaptive robotics interlinking behav-
ioral robotics with machine learning (ML) technologies. Th erefore, the question aris-
es: Does connecting perception to action in lifeworld-embedded machine bodies and 
nowadays combining it with ML algorithms establish more than “minimal agency” 
for machines? While Brookes’ paradigm shift  introduced a “minimal agency” model 
(questioned in: Schlosser, 2018), the ML algorithms enable machinic versions of per-
ception, concept building, imitation learning, refl ections and evaluations of the envi-
ronmental states; hence (re)presentational states.

As outlined above, the various strands of philosophy of action address aspects which 
can be applied to develop a model of machine agency beyond minimal agency, in particu-
lar, by developing Dennett’s intentional stance further. As Gabriele Gramelsberger argues 
in “Philosophie des Digitalen zur Einführung“, today’s advanced technologies cannot be 
understood in their lifeworld encounters with us without intentional assignments by us 
to technology (Gramelsberger, 2023: p. 160 et seq.). Using such advanced technologies 
requires an alike advanced literacy of machinic intentions, simply because they are pro-
grammed into these technologies or have been formed during machine learning setups. 
Of course, intentions refer here to “minimal intentions,” i.e., algorithmic decisions in-
formed by statistically activated threshold-steered behavior. And, as we have experienced 
over the past years, these machinic minimal intentions can go wrong (machine biases 
(e.g., false negatives and false positives) and adversarial failures). Th ese biases and failures 
have been intensively discussed, among other aspects, in the fi elds of data, machine, and 
robot ethics (e.g.: Floridi & Sanders, 2002; Capurro & Nagenborg, 2009; Floridi, 2013; 
Leonelli, 2016; Misselhorn, 2019; Kaminski, 2020; Nyholm, 2023) and have inspired pro-
grams like ethics by design (e.g.: Dignum et al., 2018) and Ethics Guidelines for Trustwor-
thy AI (EU, 2019). However, beside these ethical aspects a better understanding of the 
nature and types of the rapidly evolving fi eld of machine agency is required. Philosophy 
of action off ers great opportunities to be developed further for machine agency; and can 
be directed towards an agency-based philosophy of technology.

During more than 15 years my work focusses on philosophy of action and agency. 
Already in my monograph Philosophy of Action (Laktionova, 2016) and dissertation I out-
lined new perspectives on actions for theoretical and practical philosophical disciplines. 
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Th is included “Collective and Individual Actions” (Laktionova, 2015), refl ections on 
“Meta-Ontological Discourse on Being and Activity” (Laktionova, 2016a) and “Contem-
porary Philosophy of Action (Practical Philosophy) in Analytic Tradition” (Laktionova, 
2016b). Cornerstones of my Philosophy of Action are the reciprocally additive character of 
the relation between ’is’ (facts) and ’ought’ (norms), the connection between ’being’ and 
’human agency’, validity of personal identity from inside of the experience of free agents, 
the concept of perceptive activity and experience etc. Diff erent to Donald Davidson 
(1963), I argue that actions need agents, while events don’t. Core for me is the principle of 
performativity, which I introduced from Philosophy of Language, especially from Ludwig 
Wittgenstein’s concept of “Sprachspiele” (Wittgenstein, 1953) and John L. Austin’s Speech 
Act Th eory (Austin, 1962), to philosophy of agency (Laktionova, 2016). I have continually 
developed the principle of performativity further into a philosophical theory of “Perfor-
mativity of Actions” (Laktionova, 2022). By performativity I mean the accomplishment 
of what is being performed by action (realization). Every action is self-demonstrating 
and self-justifying by being performative, but leaves room for its interpretation, if it ini-
tializes a chain of other actions (e.g., picking up a pen can lead to all kind of follow-up 
actions: writing something, lending it to someone else, packing it into a pencil case, etc.). 
In particular, Jennifer Hornsby’s classical account of “Acting and Trying to Act” (Hornsby, 
1980, and her later works in: Hornsby, 2010, 2012) inspires my theory of performativity of 
agency, because Hornsby’s concept of ’trying to act,’ if successful (accomplished), is always 
within the action, not external to it (Laktionova, 2022). Th us, performativity coincides 
with the action, while intention (fi rst) is always external to the action (second). Because 
there is no need to relate intentions and attempts (attempts become usually only con-
scious in the moment they fail), intention to act can be treated in terms of attempts. Th us, 
a theory of performativity of agency is not necessarily restricted to humans. 

From these considerations results my interest in applying my approach of phi-
losophy of actions and agency to philosophy of technology (Laktionova, 2023, 2023a). 
Based on this background, developing an agency-based philosophy of (advanced) 
technology becomes possible. Th e task of interactively elaborating a novel agency-
based philosophy of (advanced) technology is related to such prominent topics in cur-
rent philosophy as general philosophy of the digital, robot technology and enactiv-
ism, philosophy of AI, AI cultures of research, lifelikeness of technology, refl ections of 
methods for studying advanced technologies, autonomy of agents etc.; could involve 
opportunities of collaboration with scientists, scientifi c laboratories, groups etc. to di-
rectly observe the work of researchers from robotics, AI, and other advanced tech-
nology areas where various computational studies like code studies and developing 
of soft ware tools make the interlinkage between technology and agency evident. Th e 
clarifi cation of very touchstone concepts for human — non-human interactions, such 
as alignment, adaptation etc., could appear.

Developing an agency-based philosophy of (advanced) technology from the per-
spective of philosophy of action and agency could be based on three presumptions:

1. Activity as technology: While studies from science and technology studies 
(STS) describe cases of technology as activity, applied ethics evaluates and regulates 
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technology as activity, and philosophy of science investigates the methods of technol-
ogy as activity, I aim at a genuine philosophical analysis of ’activity as technology.’ 
Th is inversion is crucial for an agency-based philosophy of (advanced) technology. 
While ’technology as activity’ highlights activities around technologies such as craft -
ing, inventing, designing, operating, maintaining, engineering, ethically regulating, 
social interacting,  ’activity as technology’ focus on activities through technologies, i.e. 
performed by technology and as machine agency, respectively. 

2. Intrinsic normativity of technology: While science is dealing with the mode 
of “is” (what there is, i.e. facts), technology is dealing with the mode of “ought” (what 
ought to be, i.e. purposes, norms). Of course, technology in its existence is a fact (for 
us) and generates its own techno-phenomenological sphere of facts (for us) (Bach-
elard, 1985; Karafyllis, 2007; Nordmann, 2006). But, for technology, on the one hand, 
“is” ought to follow from its intended design and purposes (for Dennett’s design stance 
see: Dennett, 1971, 1984), on the other hand, facts, opposite to events, are not process-
es and a fact cannot be unknown (then it is not a fact). Or, put it diff erently: Technol-
ogy generates facts (for us), but lacks knowledge about these facts. 

3. Minimal intentionality/intentional agency: From (2) follows that machines 
can have intentionality/intentional agency, but only a minimal version of it, i.e. adap-
tive regulation through linking with an environment. Intentions are only ascribable 
to machines in two ways: on the one hand attributed by design and coding, if formally 
operationalizable, on the other hand by assigning intentionality to advanced technolo-
gies by users (Dennett’s intentional stance). Both ways remain to be problematic.

Presumptions (2) and (3) mark the challenges for an agency-based philosophy of 
technology as advanced technologies realize machinic versions of perception, concept 
building, refl ections and evaluations of the environmental states (even of their own 
states created by the technology as facts); hence advanced technologies can probably 
develop (re)presentational states. However, without the presumptions of intrinsic nor-
mativity and minimal intentionality/intentional agency of technology one is forced 
to concede that advanced technologies have a sense of self-refl ection, consciousness, 
and autonomous intelligence, as it is claimed in transhumanistic concepts of AI (e.g.: 
Bostrom, 2013). Th e latter is not acceptable. Th us, the real challenge for an agency-
based philosophy of technology is to develop a philosophical framework that allows to 
analyze, understand, and philosophically interpret the ongoing technological transfor-
mations without such an acknowledgment.

Within developing an agency-based philosophy of (advanced) technology and tak-
ing the above-mentioned challenges into account the main research points look like:

A. Developing a philosophical framework that allows to analyze the ongoing 
technological transformations towards advanced technologies via describing the no-
tion of advanced technologies as ’activity as technology’ (case of adaptive robots); con-
sequently, classifying various types, levels, and scales of machinic actions. 

B. Understanding (advanced) technologies from perspective of philosophy of ac-
tions and agency via locating the conceptual entry points for the philosophy of action 
and agency to be applied to (advanced) technologies.
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C. Pphilosophically interpreting (advanced) technologies via outlining an agen-
cy-based philosophy of (advanced) technologies 

Based on Mitcham’s classifi cation of four types of technologies (Mitcham, 1994) the 
characteristic aspects of advanced technologies as ’activity as technology’ can be estab-
lished and illustrated by the case of adaptive robots. For adaptive robots, Brooks’ assump-
tion architecture (Brooks,1990) has been enhanced with better sensors and actuators, but 
in particular with machine learning (ML) methods. Adaptive robots use all kind of ML al-
gorithms, for instance reinforcement learning for imitation learning, unsupervised learn-
ing for self-steered development, multi-agent learning for collaborative behaviour,  deep 
learning methods for improving perception and object recognition, and many more ML 
and  simulation methods (Nolfi , 2022). Th us, adaptive robots can be seen as paradigmatic 
entities for advanced technologies, but in particular for complex machine agency. 

Investigation of adaptive robots as paradigmatic entities of machine agency is 
twofold. First, it is worth to analyse the various concepts of adaptive robotics present-
ed in current literature by focussing on the following sources: Scientifi c journals like 
Frontiers in Robotics and AI; Journal of Intelligent & Robotic Systems; Robotics Engineer-
ing Research; arxiv.org.; Business technology magazines and manufacturers websites 
like roboticsbusinessreview.com; uscybersecurity.net; wired.com; infotech.com; robotics-
tomorrow.com.; Policy reports and whitepapers on robotics and AI like the European 
Parliament (2017) Resolution Civil Law Rules on Robotics.

Such literature could provide better understanding of how the designs of adaptive 
robots, and in particular agency, is conceived. For instance, as Shiquan Wang outlined 
in roboticsbusinessreview.com: “A robot also needs to know how to utilize force control 
with the integration of other information. Th is leads us to the concept of hierarchical 
intelligence, which naturally applies to people’s daily activity” (see: Wang, 2019).

Additionally, if researchers and policy makers identify machinic actions as prob-
lematic there remains a question why they mark them as problematic. Do we need 
ethical regulations for trustworthy adaptive robotics? Can an agency-based philoso-
phy of advanced technology off er support here?

Second,  the research on human-robot interaction can be observed at the fol-
lowing three labs at RWTH Aachen University (where I had been a fellow (at Käte 
Hamburger Kolleg “Cultures of Research”) for 2 years): the RWTH Institute of Indus-
trial Engineering and Ergonomics is investigating adaptive human-robot collabora-
tion for the ergonomic design of work (Prof. Dr. Verena Nitsch); the RWTH Center 
for Construction Robotics is working on adaptive robot control and new parametric 
workfl ows (Prof. Dr. Sigrid Brell-Çokcan); the RWTH  Chair Individual and Technol-
ogy is investigating human-robot interaction from psychological perspectives (Prof. 
Dr. Astrid Rosenthal-von der Pütten). Th ese lab visits and exchanges help to under-
stand better how human-machine adaptation can be investigated and what kind of fi ts 
and non-fi ts in this adaptation process can be observed between humans and robots. 
Who adepts to whom? Based on this qualitative-empirical study, aspects of ’activity as 
technology’ by asking the following questions: What does it conceptually mean, when 
technology developers try to set up complex technical assemblage for operational-
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izing and materializing complex agency? How is human-machine adaptivity ensured 
in case of machinic actions? What are the pitfalls for aligning human and machinic 
actions? — could be clarifi ed.

Th e qualitative-empirical study allows to identify the main machinic actions in 
adaptive robotics. Th e literature study provides a list of various actions and their op-
erationalization for adaptive robotics. However, the philosophical task — to classify 
these actions according to conceptual criteria — remains. Th ese criteria can be types, 
levels, and scales of machinic actions. 

— Types of machinic actions: A fi rst look at the literature exhibits various types 
of actions such as machinic perceiving, machinic moving, machinic classifying, ma-
chinic pattern recognition, etc. 

— Levels of machinic actions: Similar to Mitcham’s ’technology as activity’ ap-
proach basic and multiplex actions have to be distinguished. For instance, machinic 
learning and machinic adapting are composed of various forms of machinic actions. 
In fact, these multiplex actions will be cornerstones of a philosophy of machine agen-
cy. If machinic perception, cognition, and decision are multiplex actions, they have to 
be analysed technically as well as philosophically. 

— Scale of description of machinic actions: Analysing the various levels and 
modes of machinic actions call for some decisions in choosing the appropriate scale 
of description of machinic actions. What is the right scale for describing machinic 
actions and machine agency, respectively? Is the analysis of soft ware code and ML 
methods required? 

Analysing the various types and levels of machinic actions and setting the right 
scale of description will provide the basis for the investigation. Th e empirical study will 
unveil, if more classifi cation criteria beside the above-mentioned ones will be useful 
for a philosophy of machinic actions and machine agency.

Having a solid basis of empirically inspired machinic actions and an initial clas-
sifi cation and depth of description of these actions, the next step will be to change the 
angle of view from technology descriptions to philosophy of action and agency. Th e 
main task is to develop the conceptual elements of a philosophical theory that allows 
for better understanding of ’activity as technology.’ Th e aim is to derive at a matrix of 
conceptual elements. Some of these elements can already be mentioned, others have 
still to be developed:

— Diff erentiation between machinic activities, multiplex actions and complex ma-
chinic actions: Most important is the specifi cation of machine actions by distinguish-
ing simple activities from multiplex and complex actions. While technology in general 
exhibits various forms of activities, for instance mechanical machines carrying out me-
chanical activities (e.g., steam engines carry out movements), advanced technologies 
carry out more complex actions. How are complex actions composed? Are complex ac-
tions multiplex actions and vice versa? What do complex actions add to machine agen-
cy? Is, for instance, adaptability only possible for machines capable of complex actions?

— Modes of machinic actions: Beside types and levels, machinic actions will ex-
hibit diff erent modes. Such modes can be technical modalities such as necessities and 
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possibilities, statistical and stochastic operations of actions, etc., but can also be more 
philosophical ones. In my paper on “Performativity of Actions” (Laktionova, 2022) I 
have developed a matrix of modes involved in the performance of human actions. For 
instance, performativity of human actions involves processing as metaphysical mode, 
knowing as epistemological mode, and acknowledging as normative mode of evalu-
ation. It is interesting to check these types and levels on machinic actions, if and how 
these modes can be applied or transformed for machine agency, or, if diff erent modes 
are required. Th e main methodology applied here is to compare concepts from phi-
losophy of actions and agency with the outlined specifi cations for complex machinic 
actions and machine agency. 

To outline an agency-based philosophy of (advanced) technologies, my guiding 
hypothesis for arriving at a concise agency-based philosophy  — is that an agency-
based philosophy of (advanced) technologies entails not only a philosophy of machinic 
action, but of aligned man-machine interactivity. In this respect, adaptivity is regarded 
as an accomplished attempt to (inter-)act. However, this alignment between humans 
and machines can go wrong. In order to better analyse this fi ts and non-fi ts of man-
machine alignment from a philosophical perspective, several aspects are of interest:

— What forms of actions align with humans? Ought they necessarily be complex 
actions?

— Which role do (mis-)interpretations of the chain of actions (from both sides) play?
— Can man-machine interactivity be regarded as shared action or as collective 

action?
— Would, in particular, collective actions, according to John Searle (1990), require 

“we-intentions”? If so, do minimal machinic “we-intentions” exist (e.g., programmed 
into machinic behaviour or retrieved from machine learning as behavioural patterns) 
and are such minimal machinic “we-intentions” suffi  cient to explain collective actions 
between machines and humans? 

— Is man-machine interactivity a subtle “meshing of sub-plans” (Bratman, 1992, 
2007), in which machines relay on explicit sub-plans and situational scripts or learned 
patterns?

— How much “acknowledging” (Cavell, 1976) is required from humans for ma-
chines in order to make man-machine interactivity successful?

As technology is the result of ages of anthropological creation of artefacts, but also 
of aligning artefacts to human purposes, something has been turned around in case of 
’activity as technology.’ An agency-based philosophy of advanced technology attempts 
to grasp this shift . 

— Do ’activity as technology’ make technical artefacts like adaptive robots behave 
’lifelike’?

— Becomes this lifelikeness increasingly a part of our lifeworld?
— Does the increasing machine ability to adapt force humans to adapt to ma-

chines too? 
— Does this mean that advanced technologies are increasingly established as 

agents of our “common world”, increasingly formed by hybrid we-intentions? 
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— How is Wittgenstein’s “other-mind scepticism” (Wittgenstein, 1953; Laktiono-
va, 2020), Cavell’s “uncanniness” of shared agency (Cavell, 1988), and media theory’s 
“uncanny valley” of avatars and robots (Mori et al., 2012) related to this “common 
world” agency and hybrid we-intentions of advanced technologies?

Th ese are some aspects of an agency-based philosophy of (advanced) technolo-
gies directed toward better understanding of the shift  to activity as technology. Th e 
proposed research suggestions could allow to analyse the paradigmatic case of adap-
tive robots in depth and relate philosophical account on empirical fi ndings. 
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ВЗАЄМОДІЯ ЛЮДИНИ І МАШИНИ: 
ВИРІВНЮВАННЯ, АДАПТАЦІЯ, БУТТЯ ДІЄВЦЕМ 

У статті окреслено головні моменти проєкту «Зрушення до ґрунтованої на здатності 
до дій філософії (передових) технологій». Основний сюжет цієї розвідки стосується 
взаємодій між людьми та машинами й відповідної інтерпретації взаємного вирівню-
вання, адаптації залучених до таких взаємодій дієвців, а також статус дієвця як та-
кий. Щодо теоретичних та історичних підстав проєкту можна згадати такі дослід-
ницькі галузі, як філософія науки, філософія технології, філософія інженерно-кон-
структорських технологічних дій, STS (соціальні дослідження науки і технологій), 
прикладна етика тощо. Розглянути активність (здатність до дій) як технологію, пере-
осмислити роль активності (здатності до дій) у технології є найамбітнішою метою 
зазначеного проєкту: «активність (здатність до дій) як технологія» зумовлює фокусу-
вання на активності (здатності до дій) завдяки технології. Англомовні терміни 
«agency» та «activity» використовуються в цій статті як синоніми з огляду на основне 
аристотелівське значення активності (здатності до дій) як потенційної здатності ді-
євця до дій. Запропонована автором теорія дії та активності (здатності до дій) (і, від-
повідно, захищена у 2016 році дисертація доктора філософських наук) застосовуєть-
ся для філософських переосмислень різноманітних проблем, що стосуються поточ-
ного неперервного вдосконалення сфер штучного інтелекту; машинного навчання 
(включно з глибинними методами навчання та методами симулювання); винайдення 
і вдосконалення комп’ютерів та кодів; машин та роботів з числовим керуванням; 
пристроїв, оснащених комп’ютерними мікросхемами; «розумних об’єктів» тощо.
Отримати емпіричні матеріали для описаного у статті дослідницького проєкту про 
взаємодії між людьми та машинами можна від співпраці, наприклад, із такими «лабо-
раторіями» німецького Аахенського університету RWTH: Інститут промислової інже-
нерії та ергономіки (https://www.iaw.rwth-aachen.de/cms/~ieplw/IAW/lidx/1/); Кон струк-
тор ський центр робототехніки (https://construction-robotics.de/en/); Кафедра особис-
тості та технології (https://www.itec.rwth-aachen.de/cms/~sjbp/ITEC/?lidx=1).
Ключові слова: активність (здатність до дій), (взаємо)дії, дієвець, машина, вирів-
нювання, адаптування, штучний інтелект.


